PROBLEM STATEMENT

Extracting structured
iInformation from different
unstructured data sources is a
critical step for digitalization.
This will improve business and
organizations' productivity, cost
savings, and decision-making. It
leads to streamlining operations
and improving overall

EXTRACTING
INFORMATION FRON
LEGAL DOCUMENTS

Unlock the full potential of your business with Information
Extraction - the key to digital transformation
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This project aims to use machine /\
learning approaches to extract

relevant and useful information TYPE OF DOCUMENTS
from images of documents and
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how the information was extracted.
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DONUT

Document understanding transformer, is a new method of
document understanding.
OCR-free Transformer model.

Input Image and Prompt Donut &

Donut does not require off-
the-shelf OCR engines/APIs,
yet it shows state-of-the-art

performances on various 1
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